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ABSTRACT

Subtropical stationary waves may act as an important bridge connecting regional hydrological extremes

with global warming. Observations show that the boreal summer stationary-wave amplitude (SWA) had a

significantly positive trend during 1979–2013. Here, we investigate the past and future responses of SWA to

increasing climate forcing using 31 CMIP5GCMs. Twenty-four out of 31 models display a consistent increase

in climatological-mean SWA in response to warming. To assess the detectability of a trend in SWA, we

compared half-century trends between preindustrial control (PiControl), historical, and RCP8.5 simulations.

The probability distribution of the normalized SWA trend obtained through bootstrapping shows neither

positive nor negative tendencies of SWA trend in PiControl simulations. Twenty-two of 31 historical simu-

lations exhibit a positive SWA trend. The SWA trends in 26 of 31RCP8.5 simulations are positive. The finding

supports the hypothesis that the positive SWA trend is at least partially driven by increasing external forcing.

The linear regression of interannual variability in hydrological extreme frequency on SWA suggests that high

SWA is related to increased heavy-rainfall-day frequency over South Asia, the Indochinese Peninsula, and

southern China (SA-EA), and to increased dry-spell-day frequency over the northwestern and central United

States (NUS) and the southern United States andMexico (SUS-MEX). The projected amplification of SWA,

combined with the relationships between SWA and number of hydrological extremes, may partially explain

projected increases in the number of dry spells over NUS and SUS-MEX and the number of heavy-rainfall

days over SA-EA.

1. Introduction

Hydrological extremes (droughts and extreme rainfall

events) can cause enormous economic loss and threaten

lives. For example, catastrophic flooding in central

Europe in June 2013, caused by a 4-day period of heavy

precipitation, resulted in an estimated financial cost of

more than EUR 12 billion and at least 25 deaths (Grams

et al. 2014). Similarly, catastrophic floods in southern
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Louisiana in August 2016, due to heavy rainfall within a

72-h period (Vahedifard et al. 2016), led to 13 fatalities

and estimated financial damage exceeding $10 billion

(U.S. dollars; Aon Benfield 2016).

The frequency of hydrological extremes has increased

significantly during recent decades. For example, the

global-mean number of heavy precipitation days and

fractional contribution of very wet days to total pre-

cipitation increased over 1951–2010 (Donat et al. 2013),

and the number of record-breaking precipitation events

increased globally over 1981–2010 (Lehmann et al.

2015). Droughts have also increased since 1950 over

many land areas, including Africa, southern Europe,

East and South Asia, and eastern Australia (Dai 2011).

These increases can, to a large extent, be explained by a

warming climate (Sun et al. 2007).

The moisture content of a warming atmosphere in-

creases according to theClausius–Clapeyron relationship,

contributing to an increase in extreme precipitation

(Trenberth et al. 2003; Pall et al. 2007; Zhang et al. 2013).

However, the rate of increase in extreme precipitation in

general circulation model (GCM) simulations generally

does not match the rate of increase in atmospheric

moisture content (Pall et al. 2007; Sun et al. 2007).

Changes in atmospheric circulation are hypothesized to

be another important contributor to precipitation ex-

tremes (O’Gorman and Schneider 2009a,b; Lu et al. 2014;

Wills et al. 2016).

Numerous recent studies demonstrate that atmo-

spheric stationary waves are a link between global

warming and the growing frequency of extreme events

(Liu et al. 2012; Petoukhov et al. 2013; Coumou et al.

2014; Screen and Simmonds 2014; Yuan et al. 2015;

Mann et al. 2017). Quasi-stationary waves (hereafter

stationary waves), which consist of persistent highs and

lows in the atmosphere, could shape regional hydro-

climate andmodify its change (Simpson et al. 2016;Wills

and Schneider 2016). Coumou et al. (2014) demon-

strated that the amplification of synoptic-scale station-

ary waves (wavenumbers 6–8) leads to persistent local

weather conditions and synchronizes monthly-scale

extreme events in midlatitudes. They also argued that

Arctic amplification (the phenomenon that surface

temperatures increase faster over the Arctic than over

lower latitudes; Screen and Simmonds 2014) provides

favorable conditions for the resonance mechanisms that

stimulate wave amplifications (Petoukhov et al. 2013).

In boreal summer, subtropical stationary waves con-

sist of subtropical high pressure systems over the North

Pacific and North Atlantic (Davis et al. 1997; Rodwell

and Hoskins 2001; Miyasaka and Nakamura 2005; Li

et al. 2011) and monsoonal low pressure systems over

Eurasia and North America (Adams and Comrie 1997;

Chen 2003; Holton and Hakim 2012). In principle, they

are stationary waves with wavenumber 2 and arise

from longitudinal asymmetries in topography, diabatic

heating, and transient eddies (Ting 1994; Nigam and

DeWeaver 2003). Using reanalysis data and gauge-

based observational data, Yuan et al. (2015, hereafter

Yuan15) found that these subtropical stationary waves

increased in amplitude during recent decades, and this

amplification has implications for the subtropical hy-

drological extremes.

In 2016, global mean surface temperature for 2016 was

about 0.98C higher than its twentieth-century average

(NOAA 2017). Between 1986–2005 and 2081–2100, it is

projected to increase by 3.78 6 0.78C under represen-

tative concentration pathway (RCP) 8.5, the highest-

forcing RCP, and by 1.08 6 0.48C under RCP2.6, the

lowest-forcing RCP (Collins et al. 2013). While several

recent studies have investigated the influence of warm-

ing climate on stationary waves and the hydrological

cycle (Levine and Boos 2016;Wills and Schneider 2016),

these studies used idealized GCMs without a seasonal

cycle or realistic boundary conditions.

Here, we use fully coupled comprehensive GCMs

with realistic boundary conditions—specifically, sim-

ulations from phase 5 of the Coupled Model In-

tercomparison Project (CMIP5; Taylor et al. 2012)—to

investigate four key questions. First, in comprehensive

GCMs, by how much does the amplitude of summer

subtropical stationary waves increase in response to

forcing? Second, how do forced changes compare to

internal variability in the linear trend of stationary-wave

amplitude? Third, how do hydrological extremes relate

to stationary waves, and how does this relationship

change in response to forcing? Fourth, in light of this

relationship, how do changes in stationary waves and the

relationship between stationary waves and hydrological

extremes contribute to projected changes in the number

of hydrological extremes in a warming climate?

2. Data and methodology

a. Data

We examine subtropical stationary waves in three

different experiments conducted by 31 models (Table 1)

from the CMIP5 archive (Taylor et al. 2012). 1) The

preindustrial control (PiControl) experiment simulates

the unforced, internal variability of the climate system.

It holds greenhouse gas concentrations at the pre-

industrial level. 2) The historical simulation is forced by

both anthropogenic and natural forcing from 1850 to

2005. 3) RCP8.5 is a forcing scenario for 2006–2100 that

is consistent with high greenhouse gas emissions, such

that the radiative forcing in 2100 is about 8.5Wm22. The
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horizontal resolution of the atmospheric component

of the CMIP5 GCMs varies from 0.758 to 3.758. We use

horizontal wind from the model simulation output in

Northern Hemisphere summer [June–August (JJA)]

to compute the streamfunction for characterizing

stationary waves.

To examine hydrological extremes, we do not use the

raw precipitation data produced by CMIP5 models

because precipitation extremes in the CMIP5 simula-

tions generally have large biases compared to observa-

tions (Sillmann et al. 2013; Mehran et al. 2014). Instead,

we use statistically bias-corrected and downscaled

daily precipitation data from NASA Earth Exchange

(NEX) Global Daily Downscaled Projections (GDDP)

(Thrasher et al. 2012), for which only 20 of the 31 CMIP5

models (Table 1) in two scenarios (historical and

RCP8.5) are available. In this dataset, precipitation is

bias corrected with respect to the Global Meteoro-

logical Forcing Dataset observational data (Sheffield

et al. 2006) and downscaled to a 0.258 3 0.258 grid using

the quantile-mapping-based bias-correction spatial

disaggregation method. To examine the portion of the

simulations with the largest forced signal, we utilize the

data in the last 50 years of each scenario (1956–2005

and 2050–99).

b. Stationary wave amplitude

In Yuan15, subtropical stationary waves were repre-

sented by an eddy streamfunction (deviation from the

zonal mean) averaged over JJA (Fig. 1a in Yuan15). The

streamfunction, a measure of the rotational component

of circulation, is used to characterize stationary waves

because stationary waves are Rossby waves, which are

nearly nondivergent (i.e., the horizontal divergence is

much smaller than vorticity). Although previous studies

(e.g., Seager et al. 2010; Wills et al. 2016) suggest that

changes in divergent circulations are the primary con-

tributor of changes in the hydrological cycle, stationary

waves, though nearly nondivergent, can influence the

hydrological cycle by altering the vertical motion

TABLE 1. A list of CMIP5 models used in this study, where the checkmarks indicate the variable is available; U and V are zonal and

meridional winds, and Pr is precipitation. (Expansions of acronyms are available online at http://www.ametsoc.org/PubsAcronymList.)

Model Modeling center

Variables Latitude of the maximum

stationary waves (8N)U V Pr

ACCESS1.0 CSIRO-BOM U U U 30

ACCESS1.3 U U 30

CCSM4 NCAR U U U 30

CESM1(BGC) NSF/DOE NCAR U U U 30

CESM1(CAM5) U U 30

CMCC-CESM CMCC U U 30

CMCC-CM U U 30

CNRM-CM5 CNRM-CERFACS U U U 32.5

CSIRO-Mk3.6.0 CSIRO-QCCCE U U U 30

CanESM2 CCCma U U U 25

FGOALS-g2 LASG-CESS U U 30

GFDL-CM3 NOAA GFDL U U U 30

GFDL-ESM2G U U U 30

GFDL-ESM2M U U U 30

GISS-E2-H NASA GISS U U 30

GISS-E2-R U U 30

GISS-E2-R-CC U U 30

HadGEM2-CC MOHC U U 30

HadGEM2-ES U U 30

IPSL-CM5A-LR IPSL U U U 30

IPSL-CM5A-MR U U U 27.5

IPSL-CM5B-LR U U 27.5

MIROC-ESM-CHEM MIROC U U U 27.5

MIROC-ESM U U U 30

MIROC5 U U U 32.5

MPI-ESM-LR MPI-M U U U 30

MPI-ESM-MR U U U 30

MRI-CGCM3 MRI U U U 30

NorESM1-M NCC U U U 30

NorESM1-ME U U 30

BCC-CSM1.1 BCC U U U 30

INM-CM4 INM U U U 30
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through the vorticity balance in the lower troposphere.

More specifically, zonal variation of net precipitation

primarily results from zonal anomalies of lower-

troposphere vertical motion sustained by Ekman

pumping and advection of planetary vorticity associated

with the large-scale stationary eddy circulations (Wills and

Schneider 2015).

Yuan15 used the variance of the 925-hPa stream-

function at 308N, which is the latitude of the maximum

stationary waves, tomeasure the amplitude of stationary

waves (SWA), that is, the intensity of the atmospheric

troughs and ridges along the subtropical band. In this

study, we apply a similar definition of SWA to summer

mean data in every year. To examine the latitude of the

maximum stationary waves in each model, we plot the

time evolution of streamfunction variance between 158
and 458N (see Fig. S1 in the online supplemental mate-

rial). The latitude of the maximum stationary waves

varies across models between 27.58 and 32.58N (see lat-

itudes in Table 1); there is no apparent meridional shift

of maximum amplitude observed on decadal time scales.

Therefore, we define the SWA for each model as the

variance of 925-hPa streamfunction at the latitude of the

maximum stationary waves in that model. SWA is

measured in stationary wave units (SWU), defined as

1013m4 s22. In this study, we use a 50-yr time length to

compute the linear trend of SWA because this length is

longer than most time periods of internal variability of

atmospheric circulation.

c. Hydrological extremes

To measure summer hydrological extremes, we count

the number of days in a dry spell and the number of

heavy-rainfall days in each summer. A dry spell is de-

fined as an event of at least 3 consecutive days when

daily precipitation is less than 1mm, while a heavy-

rainfall day is defined as a day when the precipitation

exceeds the 99th percentile of daily precipitation in JJA

during the period 1955–2005.We then count the number

of dry-spell days and heavy-rainfall days at each grid

point during JJA of each year.

3. Results

a. Model climatology of SWA

We first examine the climatological-mean SWA dur-

ing the last 50 years in each scenario of each model. The

median climatological-mean SWA increases from 6.8 to

8.2 SWU between the PiControl and historical simula-

tions, while the increase between the historical and

RCP8.5 simulations is smaller (from 8.2 to 8.5 SWU)

(Fig. 1a). The spread of SWAs inRCP8.5 is broader than

that in the other two scenarios. Inmost individual models,

with the exceptions of HadGEM2-CC and HadGEM2-

ES, SWA increases dramatically from PiControl to his-

torical simulations (Fig. 1b). From historical to RCP8.5

simulations, 26 of 31 models exhibit an increase in

climatological-mean SWA (Fig. 1b). In total, SWAs in 24

of 31 models exhibit a consistent increase in mean SWA

from PiControl to historical to RCP8.5. The seven ex-

ceptions are CMCC-CM, CNRM-CM5, FGOALS-g2,

GFDL-ESM2G, GFDL-ESM2M, HadGEM2-CC, and

HadGEM2-ES.

b. Linear trend of SWA

A significantly positive linear trend of SWA was ob-

served during 1979–2013 (Yuan15), but it is challenging to

distinguish forced responses from unforced variability

using observations (Kohyama et al. 2017). Accordingly, to

assess if this positive SWA trend is partially driven by

recent fast climatewarming, we investigate trends of SWA

in the PiControl, historical, and RCP8.5 simulations.

To characterize the internal climate variability, we

apply a bootstrap method (Efron and Tibshirani 1994)

to SWA time series in PiControl simulations. Specifi-

cally, we randomly resample thirty 50-yr trends of SWA

from each model’s PiControl simulation. To standardize

the trend values across models, the SWAs from each

model are centered around and normalized by the

model’s PiControl climatological-mean SWA (m).

These normalized trends are reported in units of percent

of climatological-mean SWA per decade. From the 31

models, we obtain 930 samples of SWA trend. The re-

sulting probabilistic distribution of the normalized

SWA trend is shown in Fig. 2. In PiControl, the sam-

pled distribution of SWA trend ranges from 20.025

to 10.026mdecade21, with a median of 0. Using bin

widths of 0.005mdecade21, about 36.9% of the samples

fall in negative value bins, about 36.9% in positive value

bins, and 26.2% in the bin centered at zero (from20.0025

to 10.0025mdecade21). There is no tendency toward

either a positive or a negative trend in unforced

simulations.

To investigate the response to anthropogenic forcing,

we examine the SWA trend in the last 50 years of his-

torical and RCP8.5 simulations. The spreads of SWA

trends across the 31 GCMs are also shown in Fig. 2. The

intermodel spread rather than the bootstrap method

is used for historical and RCP8.5 simulations because

the forcing is not stationary but rather monotonically

increasing in these two scenarios. In the historical

simulations, the SWA trends range from 20.02 to

10.04mdecade21, with a median of 0.004mdecade21.

Twenty-two of 31 models exhibit positive SWA trends. In

RCP8.5, the spread of SWA trends further extends toward
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the positive end, ranging from20.04 to10.07mdecade21,

with a median of10.01mdecade21. Positive SWA trends

are found in 26 of 31 models.

To test whether the spread of SWA trends in historical

or RCP8.5 is consistent with the null hypothesis that

these are randomly sampled from the distribution of

trends in PiControl, we examine the probability of N

positive samples in 31 random draws from the distribu-

tion of SWA trends in PiControl, where N is 22 for the

historical simulations and 26 for theRCP8.5 simulations.

The probability of 22 (26) positive samples out of

31 random draws from the PiControl distribution is

p 5 7:73 1023 (5:73 1025). These results suggest that

external forcing makes a positive SWA trend, like that

observed during recent decades, more probable.

c. Relationship between hydrological extremes and
SWA on an interannual time scale

Yuan15 investigated the relationships between SWA

and number of hydrological events using observational

FIG. 1. (a) Multimodel ensemble of 50-yr climatological SWA (m4 s22) in the PiControl, historical, and RCP8.5

scenarios. Orange lines are median values, boxes mark the 25%–75% likely range, and caps denote the 5%–95%

likely range. (b) Difference of climatological SWA between RCP8.5 and historical against that between historical

and PiControl. The 31 CMIP5models are color-indexed. The last 50 years of each scenario are used to compute the

climatological SWA.

FIG. 2. Probabilistic distribution of the 50-yr trend of stationary wave amplitudes in the

PiControl scenario obtained by the bootstrapping method (blue histogram). The blue line is

a Gaussian fit of the distribution, and the black dashed line marks the median of the distri-

bution. Boxplots show the intermodel spread of the linear trend of stationary wave ampli-

tudes during the last 50 years of the historical and RCP8.5 scenarios. All these results are

obtained from 31 models.
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data. They hypothesized a bridge between the SWA

and hydrological extremes: stationary waves over

subtropics could influence the number of hydrologi-

cal extremes through large-scale moisture transport.

To assess whether there are relationships between

SWA and number of hydrological extremes in forced

simulations and how the relationships respond

to increased forcing, we examine the relationship

between SWA and hydrological extremes in both

historical and RCP8.5 scenarios. To do this, we

regress the annual number of dry-spell days and

heavy-rainfall days on SWA in historical and

RCP8.5 simulations (Fig. 3). The regression coefficient

[R(x, y)] for each model is defined as the least squares

estimate:

n
i
(x, y)5R(x, y)(NSWA

i
2NSWA

i
)1n

i
(x, y)1«

i
, (1)

where NSWA denotes the seasonal-average normalized

SWA; i indexes years in the temporal sequence of 50

years; ni denotes the number of days of the hydrological

extreme in each year; «i denotes a random error, and

x and y are longitude and latitude, respectively. The bar

indicates the average over the 50 years. The regression

coefficients represent, on an interannual time scale, the

changes in number of hydrological extremes in JJA

FIG. 3. Mean of multimodel ensemble regression coefficient (day m21) between SWA and

interannual variability in the number of (a) dry-spell days and (b) heavy-rainfall days in

historical simulations in the upper panels and RCP8.5 simulations in the lower panels. Warm

(cool) colors denote positive (negative) values. Hatched areas denote values significant at the

p , 0.1 level by the Student’s t test.
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associated with changes in stationary-wave amplitude,

which measures the intensity of high pressure systems

(anticyclonic flow) and low pressure systems (cyclonic

flow) along the subtropical band. For this analysis, we

use only the 20 GCMs in which bias-corrected daily

precipitation is available in NASA-NEX-GDDP. The

multimodel mean of regression coefficient is shown in

Fig. 3.

In general, the regression coefficients of dry-spell-day

frequency have larger amplitude than those of heavy-

rainfall-day frequency. In the historical simulations,

higher SWA is associated with increased dry-spell-day

frequency over Mexico, the midwestern United States,

the Sahel, and central Asia, and with decreased dry-spell

frequency over South Asia, the Indochinese Peninsula,

and southern China (Fig. 3a). The pattern of regression

coefficient of dry-spell-day frequency in RCP8.5 is

similar to that in the historical simulations, except that

the magnitude of coefficients is amplified over some

regions (i.e., the positive coefficients increase over

Mexico, the central United States, Mauritania, and

central Asia, and the negative coefficients increase

over South Asia). The regression coefficient of heavy-

rainfall-day frequency on SWA is approximately oppo-

site in sign to that of dry-spell-day frequency (Fig. 3b). In

the historical simulations, changes in heavy-rainfall

frequency are weakly related to SWA over continents,

with increased frequency over South Asia and the In-

dochinese Peninsula. In RCP8.5, the relationship of

heavy-rainfall-day frequency with SWA over South

Asia is stronger than that in historical simulations.

Furthermore, areas of significantly positive coefficients

expand to western and southern China, the Indochinese

Peninsula, and Japan, while areas of significantly nega-

tive coefficients coverMexico, the central United States,

and central Asia.

To investigate the intermodel spread of the re-

lationship between hydrological extremes and SWA

in historical and RCP8.5 simulations over these re-

gions, we divide the subtropical continental band

(158–458N) into six regions: North Africa–Middle East

(NA-ME; 158–308N, 158W–608E), Mediterranean Eu-

rope (MED; 308–458N, 158W–608E), South Asia–East

Asia (SA-EA; 158–308N, 608–1408E), central Asia–

East Asia (CA-EA; 308–458N, 608–1408E), southern
United States–Mexico (SUS-MEX; 158–308N, 1258–
658W), and northern United States (NUS; 308–458N,

1258–658W). In these regions, we only use data over

continents, and the values over oceans are masked.

The results are not sensitive to shifting of longitudinal

or latitudinal boundaries within 58.
The strongest relationships are found over two re-

gions, SUS-MEX and SA-EA (Fig. 4). Over SUS-MEX,

regression coefficients of dry-spell-day frequency are

positive in 17 of 20 historical simulations, with a median

of 5.0 daysm21, while all 20 RCP8.5 simulations show

positive coefficients, with a median of 7.4 daysm21. This

suggests that the increase in SWA is likely to associate

with increase in number of dry-spell days over this re-

gion. The regression coefficients increase in 13 of 20

models between historical and RCP8.5 simulations

(Fig. 4a). This indicates the SWA associated increase in

number of dry spells is more likely than not to intensify

in response of increased external forcing. The regression

coefficients of heavy-rainfall-day frequency is negative

in 17 of 20 historical simulations, with a median

of 20.64 daysm21, and negative in 16 of 20 RCP8.5,

with a median of20.9 daysm21 (Fig. 4b). The regression

coefficient decreases in 10 of 20 models between his-

torical and RCP8.5 simulations. Thus it is likely that

higher SWA relates to a decrease in number of heavy-

rainfall days, but there is no evidence for a significant

change in the relationship between SWA and heavy-

rainfall days in this region.

Over SA-EA, the positive regression coefficient of

heavy-rainfall-day frequency on SWA tends to increase

from historical to RCP8.5 simulations. Regression co-

efficients of heavy-rainfall-day frequency are positive

in 14 of 20 historical simulations, with a median of

0.32 daysm21, and 18 of 20 RCP8.5 simulations show

positive coefficients, with a median of 1.0 daysm21.

Thirteen of 20 models show increase in regression co-

efficients from historical to RCP8.5 (purple box for SA-

EA in Fig. 4b). This suggests that higher SWA is likely

associated with increased numbers of heavy-rainfall

days over SA-EA, and this relationship is more likely

than not to intensify from historical to RCP8.5. In the

same region, the median regression coefficient of dry-

spell-day frequency is 23.8daysm21 in historical simu-

lations, dropping to 25.2 daysm21 in RCP8.5. The

regression coefficient decreases in 10 of 20 models be-

tween historical and RCP8.5 simulations (Fig. 4a); thus

there is no evidence for a significant change in the re-

lationship between SWA and dry days in the region.

Over NUS, positive regression coefficients of dry-

spell-day frequency on SWA are found in 10 of 20 his-

torical simulations, and 12 of 20 RCP8.5 simulations.

Thirteen of 20 models show an increase in regression

coefficients from the historical run to RCP8.5. This in-

dicates that a positive relationship between the number

of dry-spell days and SWA is more likely in RCP8.5 than

in historical simulations over this region. In the same

region, there is no significant evidence of a tendency

toward either positive or negative regression coefficients

of heavy-rainfall-day frequency on SWA. In the other

three regions, the regional-mean regression coefficients
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are small, and there is no cross-model consensus on the

sign of the relationships between the number of hydro-

logical extremes and SWA.

The interannual relationships between SWA and

hydrological extremes might be explained by dynamic

processes: circulation anomalies associated with SWA

could provide persistent weather conditions that favor

the occurrence of hydrological extremes over these

regions. To shed some light on this hypothesis, we ex-

amine regression coefficients of eddy streamfunction

on SWA in both historical and RCP8.5 simulations.

The multimodel mean regression coefficient is shown

in Fig. 5 (shadings), superimposed with the multimodel

mean climatology of the eddy streamfunction (Fig. 5,

contours). The spatial patterns of climatology are

characterized by two strong high pressure centers over

North Pacific and North Atlantic, one strong low

pressure center over Eurasia, and one weak low pres-

sure center over North America. These high pressure

and low pressure centers represent ridges and troughs

of stationary waves, respectively.

In both historical and RCP8.5 simulations, the re-

gression coefficients indicate that increased SWA is re-

lated to strengthening of the Eurasian low pressure

system, the North Pacific high pressure system, and the

North Atlantic high pressure system, but weakening in

the North American low pressure system. Since the cli-

matological eddy streamfunction of theNorthAmerican

low is weaker by an order of magnitude than that of the

other three pressure systems, the intensification in the

FIG. 4. Multimodel ensemble of regression coefficient between SWAand averaged number

of (a) dry-spell days and (b) heavy-rainfall days over six regions—SUS-MEX (158–308N,

1258–658W), NUS (308–458N, 1258–658W), NA-ME (158–308N, 158W–608E),MED (308–458N,

158W–608E), SA-EA (158–308N, 608–1408E), and CA-EA (308–458N, 608–1408E)—for his-

torical simulations (blue boxes), RCP8.5 simulations (orange boxes), and their differences

(purple boxes). Red lines denote median values, boxes mark the 25%–75% likely range, and

caps denote 5%–95% likely range.
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amplitude of stationary waves is characterized by the

strengthening of the three dominant pressure systems.

In boreal summer, the summer monsoon is a dominant

factor that brings moisture from the Indian Ocean to the

SA-EA region, fueling precipitation. The strengthening

of the Eurasian low pressure system likely reflects in-

tensification of the monsoonal flow over the SA-EA

region. By increasing moisture transport, this intensifi-

cation would favor more frequent occurrence of heavy

rainfall over EA-SA during periods of large SWA. At

the same time, the expansion of North Atlantic and

North Pacific high pressure systems, along with the

weakening of the NorthAmerican low pressure system,

indicates decreased moisture transport and increased

subsidence over the United States and Mexico, which

favor occurrences of dry spells.

d. Contribution on projected changes in number of
hydrological extremes

Since global warming is known to be a major con-

tributor to projected increases in hydrological extremes,

we use a multiple linear regression model that accounts

for two explanatory variables—SWA and global mean

surface temperature (GMT)—to separate the influence

of global warming on hydrological extremes from the

interannual relationships between SWA and the num-

ber of hydrological extremes. The multiple linear re-

gression coefficients of the number of hydrological

extremes on both the normalized SWA and GMT

anomaly in JJA during the last 50 years of both historical

and RCP8.5 scenarios for eachmodel are obtained using

the ordinary least squares estimate:

n
i
(x, y)5R

SWA
(x, y)NSWA

i
1R

GMT
(x, y)NGMT

i

1a1 «
i
, (2)

where n, i, «, x, and y are the same as in Eq. (1). The

terms RSWA(x, y) and RGMT(x, y) are the regression co-

efficients of SWA and GMT, respectively; a is the in-

tercept and NGMT represents the anomaly with respect

to the model’s climatological-mean GMT in PiControl.

Patterns of RSWA (Figs. 6a,b) are similar to patterns of

linear regression coefficients on SWA alone (Fig. 3) in

both scenarios. The RGMT values (Figs. 6c,d) are much

smaller than RSWA. These results indicate although

global warming may play an important role in the pro-

jected increase in the frequency of hydrological ex-

tremes, GMT is not strongly correlated with regional

hydrological extremes on an interannual time scale, over

which SWA is significantly related to number of hy-

drological extremes over certain regions.

We employ the multiple linear regression coefficient in

RCP8.5 to produce an initial assessment of the portion of

the projected changes in hydrological extremes that can

be explained by intensification of SWA alone by the end

of this century. First, we examine the multimodel en-

semble mean of projected changes in the climatological

FIG. 5. The 20-model ensemblemean of climatological eddy streamfunction (contours) and

regression coefficient of eddy streamfunction on SWA (shadings) in the last 50 years of (top)

historical and (bottom) RCP8.5 simulations (units of contours: 107m2 s21). Warm (cool)

colors denote positive (negative) values. Regression coefficients that are significant at the p,
0.1 level by the Student’s t test are plotted.
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FIG. 6. Multimodel mean of the multiple linear regression coefficient (units

are daysm21 for SWAanddaysK21 forGMT)of interannual variability in the

number of hydrological extremes on SWA andGMT: (a) number of dry-spell

days on SWA, (b) number of heavy-rainfall days on SWA, (c) number of dry-

spell days on GMT, and (d) number of heavy-rainfall days on GMT. Warm

(cool) colors denote positive (negative) values. Hatched areas denote values

are significant at p , 0.1 level by the Student’s t test.
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number of hydrological extremes in summer from the

period of 1956–2005 in historical to the period of 2050–99

in RCP8.5, which we define as dn. We focus on the mul-

timodel ensemble mean to increase the ratio of forced

signal to internal variability. Over the continents, the dn

of dry-spell days is significantly ( p, 0.1 by the Student’s

t test) positive over the northwestern and central

United States, Mexico, the Mediterranean, South Asia,

East Asia, and the Indochinese Peninsula (Fig. 7a). The

dn of heavy-rainfall days is significantly positive over

South Asia, northwestern China, and Indochinese Pen-

insula (Fig. 7b).

Second, we estimate dnSWA, the changes in number of

hydrological extremes predicted by changing SWA from

historical to RCP8.5 but holding GMT unchanged:

dn
SWA

(x, y)5R
SWA_RCP85

(x, y)

3 (NSWA
RCP85

2NSWA
hist

) , (3)

where RSWA_RCP85 is the regression coefficient on

NSWA in RCP8.5; NSWAhist represents the average of

the NSWA index over the period 1956–2005 for histor-

ical simulations, and NSWARCP85 indicates the average

of NSWA index over the period 2051–2100 for RCP8.5

simulations. We similarly estimate the changes in num-

ber of hydrological extremes that are predicted by the

change in average GMT from historical to RCP8.5 but

holding SWA unchanged (dnGMT):

dn
GMT

(x, y)5R
GMT_RCP85

(x, y)

3 (NGMT
RCP85

2NGMT
hist

) . (4)

Here,RGMT_RCP85 is the regression coefficient on NGMT

in RCP8.5. Note that NGMTRCP85 and NGMThist are

calculated in manner that parallels that of NSWARCP85

and NSWAhist in Eq. (3), but for GMT.

The spatial pattern of the multimodel mean dn is

similar to that of dnGMT (Fig. S2), except for some re-

gions where dnSWA explains a substantial portion of

changes in hydrological extremes (Fig. 7). Intensifica-

tion of SWApredicts significantly positive dnSWA of dry-

spell days over eastern Mexico and northwestern and

central United States (Fig. 7a), complementing the

GMT-driven increase in number of dry-spell days over

the midwestern United States and Mexico (Fig. S2a).

Over SA-EA, SWA amplification reduces the number

of dry spells (Fig. 7a), partially offsetting a positive

dnGMT of dry spells over this region (Fig. S2a). On the

other hand, intensification of SWA generates signifi-

cantly ( p , 0.1 by the Student’s t test) positive dnSWA

of heavy-rainfall days over India, southern China, and

the Indochinese Peninsula (Fig. 7b), supplementing

the positive dnGMT of heavy-rainfall days over the same

regions (Fig. S2b). To assess the relative contributions

of dnSWA to dn, we examine the ratio dnSWA/dn (Fig. 8a).

For dry-spell days, the positive dnSWA observed in

Fig. 7a is generally over 10% of dn in most areas of NUS

and eastern Mexico, and exceeds 30% of dn at some

places in these regions, such as Northern California

and Oregon (Fig. 8a). Over SA-EA, the dnSWA of dry-

spell days is opposite in sign to dn of dry-spell days

and generally above 20% in magnitude (Fig. 8a). For

heavy-rainfall days, the positive dnSWA observed in

Fig. 7b is above 10% of dn over most areas of SA-EA,

and exceeds 20% at some places over western India

(Fig. 8a).

To assess the combined effect of changes in SWA and

changes in the relationships between number of hydro-

logical extremes and SW, we define the changes in

number of hydrological extremes that are predicted by

concurrent changes in RSWA and SWA as

dn
SWA3R

(x, y)5R
SWA_RCP85

(x, y)3NSWA
RCP85

2R
SWA_hist

(x, y)3NSWA
hist

,

where RSWA_hist is the regression coefficient in histori-

cal. The multimodel mean of dnSWA3R has a similar

pattern to but is larger in magnitude than the multi-

model mean of dnSWA (Fig. 7). Specifically, dnSWA3R of

dry-spell days is significantly positive over eastern

Mexico and northwestern and central United States

(Fig. 7a), in most areas exceeding 30% of dn (Fig. 8b).

The positive dnSWA3R of heavy-rainfall days exceeds

30% of dn over most areas of India, the Indochinese

Peninsula, and southern China (Fig. 8b). These results

indicate that the amplification of SWA, combined with

the intensifying relationship of SWA with hydrological

extremes, might explain a larger fraction of increases in

number of dry-spell days over eastern Mexico and

northwestern and central United States, and increases in

heavy-rainfall days over India, the Indochinese Penin-

sula, and southern China than does the amplification of

SWA alone.

4. Discussion and conclusions

In this study, we use simulations in three scenarios

from 31 CMIP5 GCMs to investigate whether boreal-

summer subtropical stationary waves are amplified in

response to increased forcing, and whether a positive

trend of SWA, such as that observed over 1979–2013, is

more likely under external forcing than in the absence of

forcing. Our results suggest that the climatological mean

SWA increases in 29 of 31 simulations from PiControl to
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FIG. 7. Multimodel mean of changes in projected number of hydrological

extremes (dn), changes in predicted number of hydrological extremes ex-

plained by changes in SWA alone (dnSWA), and changes in predicted number

of hydrological extremes explained by changes in both SWA and regression

coefficient between SWA and hydrological extremes (dnSWA3R) from his-

torical to RCP8.5 for (a) dry-spell days and (b) heavy-rainfall days (unit is

days). Warm (cool) colors denote positive (negative) values. Hatched areas

denote values are significant at the p , 0.1 level by the Student’s t test. Note

changes in the scale of color bars between panels.
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historical, and in 26 of 31 simulations from historical to

RCP85. There are 24 of 31 models showing a continuous

increase in climatological mean SWA in response to in-

creasing external forcing. The probability distribution of

SWA trends in the absence of forcing shows neither a

positive nor a negative tendency, but 22 of 31 models show

positive SWA trends in historical simulations, and 26 of 31

show positive trends in response to the even stronger pos-

itive forcing in RCP8.5 simulations. These results suggest

that the observed positive trend of SWA has been made

more likely as a result of positive anthropogenic forcing.

Summer is the peak season of crop growth and human

travel, and so summer hydrological extremes have par-

ticularly large potential for damage to agriculture and

tourism (Rosenzweig et al. 2001; Amelung et al. 2007).

This study assesses the relationship between stationary

waves and number of hydrological extremes in summer.

The regression results suggest that positive SWA

anomalies are related to the increased number of heavy-

rainfall days and decreased frequency of dry-spell days

over SA-EA, as well as the increased number of dry-

spell days over the United States and Mexico. Our hy-

pothesis is that the interannual relationships between

SWA and number of hydrological extremes might be

explained by dynamic processes, specifically that changes

in circulation associated with the SWA anomaly can

provide persistent weather conditions that favor the

occurrence of hydrological extremes over these regions.

FIG. 8. (a) The dnSWA/dn and (b) dnSWA3R/dn in Fig. 7. Warm (cool) colors denote positive

(negative) values. Gray shadings mask areas where dn is close to zero.
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The regression of the eddy streamfunction on SWA

(section 3c) provides some evidence to support this hy-

pothesis. The results of this regression show that positive

amplitude anomalies of stationary waves relate to deep-

ening of the Eurasian low and strengthening of the North

Pacific high and the North Atlantic high, which could

provide persistent local conditions that favor hydrolog-

ical extremes over these regions. For example, these

pressure anomalies could lead to a strengthened mon-

soon over India and southern China, as well as weak-

ening convergence and moisture transport over the

United States and Mexico.

These relationships between SWA and number of

hydrological extremes are more likely than not to

change in response to external forcing. The strongest

signals are over SA-EA, SUS-MEX, and NUS. Thirteen

of 20 models show the intensification from historical to

RCP8.5 in relationships between the number of heavy-

rainfall days and SWA over SA-EA, and between the

number of dry-spell days and SWA over SUS-MEX and

NUS. The intensification of these interannual relation-

ships might be explained by thermodynamic processes,

specifically the increase in atmosphericmoisture content

in a warmer atmosphere. As suggested by Held and

Soden (2006), assuming the circulation of stationary

waves remain unchanged, the substantial increase in the

moisture content of the atmosphere with warming

would enhance the transport of water vapor by the at-

mospheric circulation from regions of water vapor di-

vergence to regions of water vapor convergence, so that

dry regions get drier and wet regions get wetter. In other

words, stationary waves play an important role in re-

distributing increased water vapor in a warm climate.

Further studies are needed to understand details of

mechanisms that link SWA to regional hydrological

extremes and mechanisms that cause changes in re-

lationships between SWA and hydrological extremes in

response to external forcing.

The multiple linear regression results suggest that

relationships between SWAand number of hydrological

extremes in some subtropical regions are significant and

not driven by an increase in global mean temperature.

Furthermore, projected changes in the number of hy-

drological extremes can be partially explained by in-

tensification of SWA from historical to RCP8.5, with the

regression coefficient remained unchanged. Specifically,

intensification of SWA may explain above 10% (ex-

ceeding 30% at some places) of the projected increase in

the number of dry spells over the United States and

Mexico and above 10% (exceeding 20% at some places)

of the projected increase in number of heavy-rainfall days

over India, the Indochinese Peninsula, and southern

China. Further, considering the changing relationships

between the number of hydrological extremes and SWA

suggests an even larger role for subtropical stationary

waves in explaining the projected increase in the number

of hydrological extremes from historical to RCP8.5 over

these regions.
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